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Abstract
In this paper, a non-linear mathematical model for the population dynamics of Ebola virus disease in existence of vaccination was developed and analyzed. Existence of equilibrium point was carried out, which shows us that the model consists of two equilibrium point. Local stability analyses of DFE have been carried out, it was found that the DFE is locally asymptotically stable if the threshold called reproduction number can be brought to a number less than unity. Comparison theorem was used to access the globally Stability of DFE, it was found that the DFE is globally asymptotically stable if the reproduction number can be brought to a number less than unity. LAS of endemic equilibrium point was done using Centre manifold theorem, it was established that the endemic equilibrium point is locally asymptotically stable if the reproduction number is greater than one. We were able to prove the global stability of endemic equilibrium point using Lyapunov function of Goh-Volterra type, it shows us that the endemic equilibrium point is globally asymptotically stable if the reproduction number is less than one. The numerical simulation shows that vaccinating a good number of people in a society can mitigate the Ebola virus disease (EVD).

Keywords and Phrases: Ebola virus; mathematical model; population dynamics; mathematical; population.

1 Introduction
EVD is a serious infection which is referred to as deadly, harmful and infectious disease which claimed numerous humans and other mammals’ lives that causes huge damages economically in the West African Countries. A river in DRC was the main origin of EBV and it was named after the
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DRC (Democratic Republic of Congo) river and it was in the year 1976 Ebola virus disease was discovered which can also harm primates and humans (Abdulrahman, 2016; Deepaa, 2015 and Tae and Lee, 2016).

The virus transmits into human population through blood contacts, secretions, other bodily fluids of infected animals or organs (Herick et al., 2020). Characterization of EBV is by flu which quickly progress to vomiting, diarrhea, rash, internal and external bleeding (Birmingham and Cooney, 2002; Eric et al., 2020 and WHO, 2014). It is said that, Ebola virus can transmit from human to human, bats (fruit bats) to human and from other animals such as Monkeys, Gorillas and Chimpanzees etc (Amenoghawan and Aboubakary, 2015 and Ustun and Ozguller, 2004).

The recent 2018 to 2020 outbreak in Democratic republic of Congo was very multifaceted due to lack of security which affected the public health workers badly rejoinder activities, sequencing of samples suggests that cases in this outbreak are connected to cases in the area throughout the year 2018 to 2020 outbreak and possibly resulted from continual infection in a survivor that led to either a reversion or sexual transmission of the virus (CDC, 2019; Eric, et al., 2020 and WHO, 2019).

Recent researches in mathematical modeling of Ebola virus (EBV) suggest that, tracing of infected /exposed individuals must be efficiently done in order to quarantine/isolate the affected population and educate community on the various ways in which the disease transmit, symptoms and preventive measures in order to minimize human to human transmissions (Herick et al., 2020; Hussain et al., 2017 and Rachah and Torres, 2015).

Bats as a main reservoir of numerous viral infections are widely accepted (Pourrut et al., 2009; Leroy et al., 2005; Hayman, 2016 and Zineb et al., 2018). Hayman (2016) think that the disease can be contracted by eating of contaminated fruits that is touched by bodily fluids of infectious bats (Zineb et al., 2018). Over quite some years ago, there were several models which were developed mathematically to understand the dynamics of Ebola virus disease (EVD) (Azuaba et al., 2017; Berge et al., 2018; Eric, et al., 2020 Espinoza et al., 2015; Herick et al., 2020; Kalu et al., 2016; Nourridine, 2020; Lekone and Finkenstadt, 2006 and Murtaza et al., 2016). Though, the said systems have normally considered the spread of the disease in human populace, only (Berge et al., 2018 and Zineb et al., 2018) considered bats population. In addition, they do not take into account the vaccinated humans and natural recovery due to immune response. For these precise and biological considerations, we propose a universal deterministic model for EVD.

2 Model formulation and fundamental properties

We build a model in a mathematical form of an Ebola virus dynamics by considering natural recovery and vaccination. We subdivided the system compartmentally in nine places, namely: Susceptible individuals ($S_h$), Latently infected individuals ($L_h$), Infectious individuals ($I_h$), Isolated individuals ($J_h$), Removed persons as a result of permanent recovery from the disease ($R_h$), Dead bodies of humans induced by Ebola virus disease before burial ($D_h$), environmental virus ($V$), Non-Carrier bats ($N_b$), Carrier-bats ($C_b$), humans Total population ($T_h$) and bats Total population ($T_b$). Figure 1 is the schematized representation of the model.
The $S_h$ compartment is a representation of humans that are prone to the disease. This class are increased as a result of daily recruitment due to birth/immigration at the rate $\Lambda_h$. They get infected and transfer to $L_h$ class by intermingling with those humans in the $I_h$ and $D_h$ compartments, virus in the environment and bats in the $C_b$ compartment given by the term $\lambda_h = \beta_1(1-\varepsilon)(1+h+\eta D_h)+\beta_2(1-\varepsilon)\nu+\beta_3(1-\varepsilon)C_b$. The parameters $\beta_1, \beta_2$ and $\beta_3$ are the effective contact rate of human to human, virus in the environment to human and bats to humans respectively, $\eta$ is the modification parameters which is tight to reduced contacts with the human dead body compare to humans who are infectious, the term $(1-\varepsilon)$ is the enhancement of public enlightenment on personal hygiene in respect of the transmission of the disease; $0<\varepsilon<1$. The class decreases due to people that have been vaccination at rate $\rho$.

$$\frac{dS_h}{dt} = \Lambda_h - (\lambda_1 + \lambda_2 + \lambda_3) S_h - (\rho + \mu_h) S_h$$

(1)
The $L_h$ class represents the already infected persons with the virus but the clinical symptoms of Ebola not yet developed and are not capable of infecting others. $L_h$ class is increased by effective/actual contact between $S_h$ with $I_h$, $D_h$, $V$ and $C_b$ given by the term $\lambda_h = \beta_1(1-\varepsilon)(I_h + \eta D_h) + \beta_2(1-\varepsilon)V + \beta_3(1-\varepsilon)C_b$ as earlier explained. They decrease at the rates $\gamma$ and $\sigma$ due to natural recovery and disease progression respectively.

$$\frac{dL_h}{dt} = (\lambda_h + \lambda_2 + \lambda_3)S_h - (\sigma + \gamma + q + \mu_h)L_h$$  \hspace{1cm} (2)

$I_h$ class is a representation of individuals who are symptomatic, infected as well as infectious. $I_h$ class are increased at the rate $\sigma$ from the $L_h$ class as a result of clinical symptoms of Ebola developed by those in the $L_h$ class. The $I_h$ class diminishes at rates $\varphi$ and $\delta_1$ due to isolation and disease induced death respectively.

$$\frac{dI_h}{dt} = \sigma L_h - (\varphi + \delta_1 + \mu_h)I_h$$  \hspace{1cm} (3)

The $J_h$ class is a representation of humans who clinical symptoms are developed and have been isolated for treatment. The compartment is generated from $I_h$ at the rate $\varphi$ due to isolation. The class diminishes at the rates $\tau$ and $\delta_2$ due to treatment and disease-induced death.

$$\frac{dJ_h}{dt} = \varphi I_h - (\tau + \delta_2 + \mu_h)J_h$$  \hspace{1cm} (4)

The removed humans’ compartment, $R_h$ represents humans that are effectively vaccinated as well as those that recovered from the disease and they possess lasting immunity against EVD as assumed. $R_h$ class is increased from $L_h$, $J_h$ and $S_h$ classes at the rates $\gamma$, $\tau$ and $\rho$ due to natural recovery of individuals in latent class, recovery due to effective treatment of individuals in $J_h$ class and effective vaccination of individuals in $S_h$ class respectively.

$$\frac{dR_h}{dt} = \rho S_h + \gamma L_h + \tau J_h - \mu_h R_h$$  \hspace{1cm} (5)

The $D_h$ class is a representation of human dead bodies of those that die due to Ebola virus from both $J_h$ and $I_h$ classes. The compartment decreases due to proper burial at the rate $\phi$. The human’s natural mortality can take place in all the existing humans’ classes (in exception of $D_h$) at the rate $\mu_h$.

$$\frac{dD_h}{dt} = (\delta_1 + \mu_h)I_h + (\delta_2 + \mu_h)J_h - \phi D_h$$  \hspace{1cm} (6)
The $V$ class is a representation of the virus in the environment. The class is generated as a result of the virus shade by $I_h$, $D_h$ and $C_b$ in the environment denoted by $\alpha_1$, $\alpha_2$ and $\alpha_3$ respectively. The compartment diminishes due to natural death of virus $\xi$.

$$\frac{dV}{dt} = \alpha_1 I_h + \alpha_2 D_h + \alpha_3 C_b - \xi V \quad (7)$$

The $N_b$ class is a representation of non-career bats. The class is increased as a result of constants recruitment at the rate $\Lambda_b$. They got infected and moved to $C_b$ class by getting contacts with carrier bats in the $C_b$ compartment and virus in the environment, given by the term $\lambda_b = \frac{\beta_4 C_b + \beta_5 V}{T_b}$ where $\beta_4$ and $\beta_5$ is rate of effective mingling of bats and environment to bats respectively.

$$\frac{dN_b}{dt} = \Lambda_b - (\lambda_4 + \lambda_5) N_b - (\delta_b + \mu_b) N_b \quad (8)$$

The $C_b$ class is a representation of the Carrier bats who are capable of getting others infected. The class is increased by effective contact between $N_b$ with $C_b$ and $V$ given by the term $\lambda_b = \frac{\beta_4 C_b + \beta_5 V}{T_b}$ as earlier explained. Both $N_b$ and $C_b$ classes diminish at the rates $\delta_b$ and $\mu_b$ due to human activities such as hunting and natural death respectively.

$$\frac{dC_b}{dt} = (\lambda_4 + \lambda_5) N_b - (\delta_b + \mu_b) C_b \quad (9)$$

The following assumptions and conditions are considered during the development of the system:

- Personal hygiene is enhancing by public enlightenment.
- Effective vaccinated and recovered individuals are permanently immune from the Ebola virus.

In synopsis the model consists of the following structure of nonlinear (deterministic) differential equations.
\[
\begin{align*}
\dot{S}_h &= \Lambda_h - \lambda_h S_h - (\rho + \mu_h) S_h \\
\dot{L}_h &= \lambda_h S_h - (\sigma + \gamma + q + \mu_h) L_h \\
\dot{I}_h &= \sigma L_h - (\phi + \delta_1 + \mu_h) I_h \\
\dot{J}_h &= \varphi I_h - (\tau + \delta_2 + \mu_h) J_h \\
\dot{R}_h &= \rho S_h + \gamma L_h + \tau J_h - \mu_h R_h \\
\dot{D}_h &= (\delta_1 + \mu_h) I_h + (\delta_2 + \mu_h) J_h - \phi D_h \\
\dot{V} &= \alpha_1 I_h + \alpha_2 D_h + \alpha_3 C_b - \xi V \\
\dot{N}_b &= \Lambda_b - \lambda_b N_b - (\delta_b + \mu_b) N_b \\
\dot{C}_b &= \lambda_b N_b - (\delta_b + \mu_b) C_b.
\end{align*}
\]

where
\[
T_h = S_h + L_h + I_h + J_h + R_h + D_h,
\]
and
\[
T_b = N_b + C_b.
\]

3 Basic analysis of the model (10)

The total population of human \( T_h \) is giving by adding the first six equations of the model (10) gives
\[
\frac{dT_h}{dt} = \Lambda_h - \mu_h (T_h - I_h - J_h) - \phi D_h,
\]
so that \( T_h \to \frac{\Lambda_h}{\mu_h} \) as \( t \to \infty \). Thus, \( \frac{\Lambda_h}{\mu_h} \) is an upper bound of \( T_h(t) \) provided that \( T_h(0) \leq \frac{\Lambda_h}{\mu_h} \). Furthermore, if \( T_h(0) > \frac{\Lambda_h}{\mu_h} \), then \( T_h(t) \) will decrease to this level. Similarly, calculation for the bats equations shows that \( T_b \to \frac{\Lambda_b}{\mu_b} \) as \( t \to \infty \).

Thus, the following feasible region:
\[
\Pi = \left\{ (S_h, L_h, Q_h, I_h, J_h, D_h, R_h, N_b, C_b) \in \mathbb{R}_+^9 : T_h \leq \frac{\Lambda_h}{\mu_h}, T_b \leq \frac{\Lambda_b}{K_b} \right\}
\]
is positively invariant set under the flow described in (1). Hence, no solution path leaves through and boundary of \( \Pi \). Also, since solution paths cannot leave \( \Pi \), solutions remain non-negative for non-negative initial conditions. Solutions exist for all time \( t \). In this region, the model (10) is said to be well posed mathematically and epidemiologically.
3.1 Existence of equilibria ($E^*$)

At any given equilibrium state the rate of change of each variable is equal to zero. That is

$$\frac{dS_h}{dt} = \frac{dL_h}{dt} = \frac{dJ_h}{dt} = \frac{dR_h}{dt} = \frac{dD_h}{dt} = \frac{dV}{dt} = \frac{dN_b}{dt} = \frac{dC_b}{dt} = 0.$$  \hspace{1cm} (11)

At any arbitrary equilibrium state, let

$$\left(S_h^*, L_h^*, J_h^*, R_h^*, D_h^*, V^*, N_b^*, C_b^*\right) = \left(S_h, L_h, J_h, R_h, D_h, V, N_b, C_b\right).$$  \hspace{1cm} (12)

Thus, the state variables give

$$S_h^* = \frac{\Lambda_h}{\lambda_1^* + \lambda_2^* + \lambda_3^* + K_1}, \quad L_h^* = \frac{\left(\lambda_1^* + \lambda_2^* + \lambda_3^*\right)\Lambda_h}{K_2(\lambda_1^* + \lambda_2^* + \lambda_3^* + K_1)}, \quad J_h^* = \frac{\sigma\left(\lambda_1^* + \lambda_2^* + \lambda_3^*\right)\Lambda_h}{K_2 K_3(\lambda_1^* + \lambda_2^* + \lambda_3^* + K_1)}$$

$$J_h^* = \frac{\sigma\varphi\left(\lambda_1^* + \lambda_2^* + \lambda_3^*\right)\Lambda_h}{K_2 K_3 K_4\left(\lambda_1^* + \lambda_2^* + \lambda_3^* + K_1\right)},$$

$$R_h^* = \frac{K_2 K_3 K_4 \rho \Lambda_h + K_2 K_4 \lambda_4^* + \varphi \Lambda_h\left(\lambda_4^* + \lambda_5^* + K_1\right)}{\mu_h K_2 K_3 K_4\left(\lambda_4^* + \lambda_5^* + K_1\right)},$$

$$R_h^* = \frac{K_2 K_3 K_4 \rho \Lambda_h + K_2 K_4 \lambda_4^* + \varphi \Lambda_h\left(\lambda_4^* + \lambda_5^* + K_1\right)}{\mu_h K_2 K_3 K_4\left(\lambda_4^* + \lambda_5^* + K_1\right)},$$

$$D_h^* = \frac{\sigma K_2 K_4 \lambda_1^* + \lambda_2^* + \lambda_3^* + K_1}{\varphi K_2 K_4 K_1\left(\lambda_1^* + \lambda_2^* + \lambda_3^* + K_1\right)}, \quad N_b^* = \frac{\Lambda_h}{\lambda_4^* + \lambda_5^* + K_7}$$

$$N_b^* = \frac{\lambda_4^* + \lambda_5^*}{\lambda_4^* + \lambda_5^* + K_7}, \quad V^* = \frac{\left(\sigma K_2 K_4 \lambda_1^* + \lambda_2^* + \lambda_3^* + K_1\right)(\alpha_1 \varphi K_4 + \alpha_2 (K_3 K_5 + \varphi K_b))}{\xi \psi K_2 K_3 K_4\left(\lambda_4^* + \lambda_5^* + K_1\right)\left(\lambda_4^* + \lambda_5^* + K_7\right)},$$

where

$$\lambda_2^* = \frac{\beta_2 (1 - \varepsilon) V^*}{T_h^*} \hspace{1cm} (14)$$

$$\lambda_3^* = \frac{\beta_3 (1 - \varepsilon) C_b^*}{T_h^*} \hspace{1cm} (15)$$

$$\lambda_4^* = \frac{\beta_4 C_b^*}{T_h^*} \hspace{1cm} (16)$$
\[ \lambda_3^* = \frac{\beta V^*}{T_b} \]  

(17)

Substituting the state variable concern in (13), we have

\[
\lambda_1^* = \frac{\sigma \beta_1 (1 - \varepsilon) \Lambda_h (\lambda_1^* + \lambda_2^* + \lambda_3^*)}{K_2 K_3 (\lambda_1^* + \lambda_2^* + \lambda_3^* + K_1)} + \frac{\sigma \eta \beta_1 (1 - \varepsilon) \Lambda_h (K_3 K_5 + \varphi K_b) (\lambda_1^* + \lambda_2^* + \lambda_3^*)}{\phi K_2 K_4 K_5 (\lambda_1^* + \lambda_2^* + \lambda_3^* + K_1)} \]

(18)

Simplifying (18), gives

\[
\left( P_3 \lambda_1^* + P_3 \lambda_2^* + P_3 \lambda_3^* + P_3 K_1 - (P_1 + P_2) \right) \lambda_1^* - (P_1 + P_2) \lambda_2^* - (P_1 + P_2) \lambda_3^* = 0
\]

(19)

where \( P_1 = \sigma \beta_1 (1 - \varepsilon) \Lambda_h \phi K_4 \), \( P_2 = \sigma \eta \beta_1 (1 - \varepsilon) \Lambda_h (K_3 K_5 + \varphi K_b) \), \( P_3 = \phi K_2 K_4 K_5 T_h^* \).

Substituting the state variable concern in (14), gives

\[
\lambda_2^* = \left\{ \frac{\sigma \beta_2 (1 - \varepsilon) K_5 \Lambda_h \left( \lambda_1^* + \lambda_2^* + \lambda_3^* \right) \left( \lambda_4^* + \lambda_5^* + K_7 \right) \left( \alpha \phi K_4 + \alpha_2 \left( K_3 K_4 + \varphi K_b \right) \right)}{+ \beta_2 (1 - \varepsilon) \alpha \phi K_2 K_3 K_4 \Lambda_h \left( \lambda_1^* + \lambda_2^* + \lambda_3^* + K_1 \right) \left( \lambda_4^* + \lambda_5^* \right)} \right\}.
\]

(20)

Simplifying (20), we have

\[
\left( P_6 \lambda_2^* + P_6 \lambda_4^* + P_6 \lambda_3^* + P_6 K_1 - (P_4 + P_5) \right) \lambda_2^* - (P_4 + P_5) \lambda_4^* - (P_4 + P_5) \lambda_3^* - P_5 K_1 = 0
\]

(21)

where

\[
P_4 = \sigma \beta_2 (1 - \varepsilon) K_7 \Lambda_h \left( \lambda_1^* + \lambda_5^* + K_7 \right) \left( \alpha \phi K_4 + \alpha_2 \left( K_3 K_4 + \varphi K_b \right) \right)
\]

\[
P_5 = \beta_2 (1 - \varepsilon) \alpha \phi K_2 K_3 K_4 \Lambda_h \left( \lambda_4^* + \lambda_5^* \right), P_6 = \xi \phi K_2 K_3 K_7 \left( \lambda_4^* + \lambda_5^* + K_7 \right).
\]

Substituting the state variable concern in (15), gives

\[
\lambda_3^* = \frac{\beta_3 (1 - \varepsilon) \left( \lambda_1^* + \lambda_5^* \right) \Lambda_h}{T_h^* K_7 \left( \lambda_4^* + \lambda_5^* + K_7 \right)}.
\]

(22)

Substituting the state variable concern in (16), we have
\[ \lambda_4^* = \frac{\beta_4 \left( \lambda_4^* + \lambda_5^* \right) \Lambda_b}{T_b^* K_7 \left( \lambda_4^* + \lambda_5^* + K_7 \right)}. \]  

Simplifying (23), gives

\[ \left( T_b^* K_7 \lambda_4^* + T_b^* K_7 \lambda_5^* + T_b^* K_7 K_7 - \beta_4 \Lambda_b \right) \lambda_4^* - \beta_4 \Lambda_b \lambda_5^* = 0 \]  

Substituting the state variables concern into (17), we have

\[ \lambda_3^* = \frac{\beta_3 \left( \frac{\sigma K_7 \Lambda_b \left( \lambda_1^* + \lambda_2^* + \lambda_3^* \right) \left( \lambda_1^* + \lambda_3^* + K_7 \right) \left( \alpha \phi K_4 + \alpha_2 \left( K_3 K_3 + \phi K_b \right) \right)}{+ \alpha_3 \phi K_2 K_3 K_4 \Lambda_b \left( \lambda_1^* + \lambda_2^* + \lambda_3^* + K_1 \right) \left( \lambda_4^* + \lambda_5^* \right)} \right)}{\xi \phi K_3 K_4 K_4 K_7 T_b^* \left( \lambda_1^* + \lambda_2^* + \lambda_3^* + K_1 \right) \left( \lambda_4^* + \lambda_5^* + K_7 \right)}. \]  

Simplifying (25), we have

\[ \lambda_5^* = \frac{(P_7 + P_8) \lambda_4^* + \left( P_7 + P_8 \right) \lambda_5^* + P_7 K_7}{P_7 \lambda_4^* + P_9 \lambda_5^* + P_7 K_7}, \]

\[ \left( P_7 \lambda_4^* + P_9 \lambda_5^* + P_7 K_7 - \left( P_7 + P_8 \right) \right) \lambda_5^* - \left( P_7 + P_8 \right) \lambda_4^* - P_7 K_7 = 0, \]

where

\[ P_7 = \sigma \beta_3 K_7 \Lambda_b \left( \lambda_1^* + \lambda_2^* + \lambda_3^* \right) \left( \alpha \phi K_4 + \alpha_2 \left( K_3 K_3 + \phi K_b \right) \right), \]

\[ P_8 = \beta_3 \alpha_3 \phi K_2 K_3 K_4 \Lambda_b \left( \lambda_1^* + \lambda_2^* + \lambda_3^* + K_1 \right), \]

\[ P_9 = \xi \phi K_3 K_4 K_4 K_7 T_b^* \left( \lambda_1^* + \lambda_2^* + \lambda_3^* + K_1 \right) \]

Consider a scenario where \( \lambda_1^*, \lambda_2^*, \lambda_3^*, \lambda_4^*, \lambda_5^* > 0 \), at endemic all the force of infection are positive. Also, consider

\[ \lambda_5^* = 0. \]  

Substituting (28) into (24), gives

\[ \left( T_b^* K_7 \lambda_4^* + T_b^* K_7 K_7 - \beta_4 \Lambda_b \right) \lambda_4^* = 0. \]  

Equation (29) gives

\[ \lambda_4^* = 0 \]  

or

\[ T_b^* K_7 \lambda_4^* + T_b^* K_7 K_7 - \beta_4 \Lambda_b = 0. \]
Simplifying (31), we have

\[ \lambda_4^* = \frac{\beta_4 \Lambda_b - T_b' K_7 K_7}{T_b K_7} \]  

(32)

Considering the last model equation in system (1), it is easy to deduce that \( K_7 < 1 \), therefore \( K_7 K_7 \) will become smaller, which makes \( \lambda_4^* > 0 \).

\[ \lambda_4^* > 0 \]  

(33)

Substituting (28) and (30), into (22), gives

\[ \lambda_3^* = 0 \]  

(34)

Substituting (28) while \( \lambda_5^* > 1 \) into (22), we have

\[ \lambda_3^* > 0 \]  

(35)

if

\[ \lambda_4^* = 0 \]  

(36)

Substituting (28), (30), (34) and (36) into (21), gives

\[ \left( P_6 \lambda_2^* + P_6 K_1 - (P_4 + P_5) \right) \lambda_2^* = 0 \]  

(37)

either

\[ \lambda_2^* = 0 \]  

(38)

or

\[ \lambda_2^* = \frac{(P_4 + P_5) - P_6 K_1}{P_6} \]  

(39)

For \( \lambda_2^* \) to be greater than zero \( (\lambda_2^* > 0) \) it is very important to compare the values of \( P_4, P_5 \) and \( P_6 \) within mind that multiplication of numbers less than zero is smaller.

\[ P_4 + P_5 - P_6 K_1 = P_4 = \sigma \beta_2 \left( 1 - \varepsilon \right) K_7 K_7 \Lambda_b \left( \alpha_1 \phi K_4 + \alpha_2 \left( K_2 K_3 + \phi K_b \right) \right) - \xi \phi K_1 K_2 K_3 K_4 K_5 K_7, > 0 \]  

(40)

with the above reason clearly \( \lambda_2^* > 0 \), therefore

\[ \lambda_2^* > 0 \]  

(41)

Substituting (28), (30), (34), (36) and (39) into (19), we have

\[ \left( P_3 \lambda_1^* + P_3 K_1 - (P_1 + P_2) \right) \lambda_1^* = 0 \]  

(42)

either

\[ \lambda_1^* = 0 \]  

(43)

or

\[ P_3 \lambda_1^* + P_3 K_1 - (P_1 + P_2) = 0 \]  

(44)

Simplifying (44), gives
\[ \lambda_1^* = \frac{(P_1 + P_2) - P_3K_1}{P_3} \]  
(45)

For \( \lambda_1^* \) to be greater than zero (\( \lambda_1^* > 0 \)) it is very important to compare the values of \( P_1, P_2 \) and \( P_3 \) within mind that multiplication of numbers less than zero is smaller.

\[ P_1 + P_2 - P_3 = \sigma \beta_1 \left( 1 - \varepsilon \right) \Lambda_h \phi K_4 + \sigma \eta \beta_1 \left( 1 - \varepsilon \right) \Lambda_h (K_3K_5 + \phi K_6) - \phi K_2K_3K_4T_h^* \]  
(46)

Therefore, based on the explanation above, is greater than zero. Thus

\[ \lambda_1^* > 0. \]  
(47)

Substituting (30), (34), (36), (39) and (43) into (27), gives

\[ \left( P_9 \lambda_5^* + P_9K_7 - P_8 \right) \lambda_5^* = 0 \]  
(48)

either

\[ \lambda_5^* = 0 \]

or

\[ P_9 \lambda_5^* + P_9K_7 - P_8 \]

(49)

Simplifying (49), we have

\[ \lambda_5^* = \frac{\beta_5\alpha_1\phi KK_2K_3K_4\Lambda_h - \xi \phi KK_2K_3K_4K_7T_h^*}{P_3} \]  
(50)

for \( \lambda_5^* \) to be greater than zero, it is very important to consider the numerator of (50), \( \xi K_7K_7 \) is far less than one because all the three parameters are less than one. Therefore,

\[ \beta_5\alpha_1\phi KK_2K_3K_4\Lambda_h - \xi \phi KK_2K_3K_4K_7T_h^* > 0 \]  
(51)

Thus, we have

\[ \lambda_5^* > 0 \]  
(52)

Hence, considering (28), (30), (34), (36) and (39) the exist DFE, also considering (33), (35), (41), (47) and (52) there exist EEP.

### 3.2 Local stability of disease-free equilibrium (DFE)

There is no infection at disease-free equilibrium. Therefore, all the disease classes are zero at this point and population will reduced to non-Career bats and vaccinated individuals. The DFE of system (10) obtained by setting the right-hand side of the system (10) to zero is given by

\[ E^0 = (S_h, I_h, J_h, R_h, D_h, V, N_h, C_h, T_h, T_b) = \left( \frac{\Lambda_2}{K_1}, 0, 0, 0, 0, 0, 0, \frac{\Lambda_2}{K_8}, 0, \frac{\Lambda_2}{K_8}, \frac{\Lambda_2}{K_8}, \frac{\Lambda_2}{K_8} \right). \]

Next generation operator method has been to prove the local stability of DFE \( (E^0) \) of system (10). Considering only infected classes \( (L_h, I_h, J_h, D_h, V, C_h) \) at DFE and taking into consideration the notation in Van den Driessche and Watmough (2002) the \( F \) and \( V \) matrices for those who are newly infected and those
remaining terms that are transferred from the infected compartments respectively, are respectively given as

\[
F = \begin{pmatrix}
0 & \beta_1(1 - \varepsilon)\mu_h & \eta\beta_3(1 - \varepsilon)\mu_h & \beta_2(1 - \varepsilon)\mu_h & \beta_4(1 - \varepsilon)\mu_h \\
K_1 & 0 & K_1 & K_1 & K_1 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \beta_5 \\
0 & 0 & 0 & \beta_4 
\end{pmatrix}
\]

(53)

and

\[
V = \begin{pmatrix}
K_2 & 0 & 0 & 0 & 0 \\
-\sigma & K_3 & 0 & 0 & 0 \\
0 & -\varphi & K_4 & 0 & 0 \\
0 & -K_5 & -K_6 & \phi & 0 \\
0 & -\alpha_i & 0 & -\alpha_2 & \xi & -\alpha_3 \\
0 & 0 & 0 & 0 & 0 & K_7
\end{pmatrix}
\]

(54)

where \( K_1 = \rho + \mu_h \), \( K_2 = \sigma + \gamma + \mu_h \), \( K_3 = \varphi + \delta_1 + \mu_h \), \( K_4 = \tau + \delta_2 + \mu_h \), \( K_5 = \delta_1 + \mu_h \)

\( K_6 = \delta_2 + \mu_h \), \( K_7 = \delta_6 + \mu_b \)

the product of \( (FV^{-1}) \), gives

\[
FV^{-1} = \begin{pmatrix}
R_0^{bhv1} & R_0^{bhv2} & R_0^{bhv3} & R_0^{bhv4} & R_0^hv & R_0^{hvb} \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & R_0^{bhv1} & R_0^{bhv2} & R_0^{bhv3} & R_0^{bhv4} & R_0^{bhv5} & R_0^{bhv}
\end{pmatrix}
\]

(55)

where

\[
R_0^{bhv1} = \frac{\sigma\beta_1(1 - \varepsilon)\mu_h}{K_1K_2K_3} + \frac{\eta\beta_3(1 - \varepsilon)\mu_h(\varphi K_6 + K_4K_5)}{\phi K_1K_2K_3K_4} + \frac{\sigma\beta_2(1 - \varepsilon)\mu_h(\varphi \alpha_1K_4 + \varphi \alpha_2K_6 + \alpha_1K_4K_5)}{\phi \xi K_1K_2K_3K_4},
\]

\[
R_0^{bhv2} = \frac{\sigma\beta_1(1 - \varepsilon)\mu_h}{K_1K_3} + \frac{\eta\beta_3(1 - \varepsilon)\mu_h(\varphi K_6 + K_4K_5)}{\phi K_1K_3K_4} + \frac{\beta_2(1 - \varepsilon)\mu_h(\varphi \alpha_1K_4 + \varphi \alpha_2K_6 + \alpha_1K_4K_5)}{\phi \xi K_1K_3K_4},
\]
\[
R_{0}^{hhv} = \frac{\eta \beta_1(1-\varepsilon)\mu_h K_h}{\phi K_1 K_4} + \frac{\beta_2(1-\varepsilon)\mu_h \alpha_2 K_6}{\phi \xi K_1 K_4}, \quad R_{0}^{hv} = \frac{\eta \beta_1(1-\varepsilon)\mu_h}{\phi K_1}, \quad R_{0}^{hv} = \frac{\beta_2(1-\varepsilon)\mu_h}{\phi \xi K_1 K_4}, \quad R_{0}^{hv} = \frac{\beta_2(1-\varepsilon)\mu_h}{\phi \xi K_1 K_4},
\]

Then the spectral radius is given by

\[
\rho(FV^{-1}) = \max \left\{ \frac{R_{0}^{hhv} + R_{0}^{hv} + \sqrt{(R_{0}^{hhv} - R_{0}^{hhv})^2 + 4R_{0}^{hhv}R_{0}^{hv}}}{2}, \frac{R_{0}^{hhv} + R_{0}^{hv} + \sqrt{(R_{0}^{hhv} - R_{0}^{hhv})^2 + 4R_{0}^{hhv}R_{0}^{hv}}}{2} \right\} \quad (56)
\]

\[
R_c = \frac{R_{0}^{hhv} + R_{0}^{hhv} + \sqrt{(R_{0}^{hhv} - R_{0}^{hhv})^2 + 4R_{0}^{hhv}R_{0}^{hv}}}{2} \quad (57)
\]

The following result is established using Theorem 2 in Van den Driessche and Watmough (2002).

**Lemma 1:** The DFE of the system (10) is locally asymptotically stable if \( R_c < 1 \) and unstable if \( R_c > 1 \).

The epidemiological threshold \( R_c \) gives the average number of Ebola virus cases generated by the infected individual into an entirely susceptible population (Agusto et al., 2017; Anderson and May, 1991; Andrawus et al., 2017; Hethcot, 2000 and Van den Driessche and Watmough, 2002). The value called the threshold quantity \( R_c \) is the effective reproduction number for the model (10). The significance of Lemma 1 epidemiologically is that if \( R_c \) is less than unity, a small inflow of infected persons into the population would produce large outbreaks, and the disease dies out in time. However, the disease-free equilibrium might not be globally asymptotically stable even if \( R_c < 1 \) in the case of when backward bifurcation exists. That is, there is an existence of a stable EEP co-existing with the DFE.
3.3 GAS of DFE of model (10)

The stability of DFE at global level of the model (10) will be established. We claim the following result.

**Theorem 1.** The disease-free state of the model (10) is GAS whenever $R_c < 1$.

Proof: To prove the global stability of the disease-free equilibrium of model (10), we need to follow the approach in Castillo Chavez et al. (2002) that the two conditions (G1) and (G2) must be mate for $R_c < 1$. Let $X = (S_h, R_h, N_h)$ and $Y = (L_h, I_h, J_h, D_h, V, C_b)$ and separate model (10) into:

$$
\frac{dX}{dt} = F(X, Y)
$$

$$
\frac{dY}{dt} = G(X, Y); G(X, 0) = 0
$$

with the components of $X \in \mathbb{R}^3$ representing the uninfected compartment and the components $Y \in \mathbb{R}^6$ representing the infected compartment.

The disease-free equilibrium is now represented as

$$
E^0 = (X^*, 0)
$$

where

$$
X^* = \left(\frac{T_{b}^0}{T_{b}}, 0\right)
$$

Considering the first condition, that is global stability of $X^*$, gives

$$
\frac{dX_1}{dt} = F(X_1, 0) = \begin{bmatrix}
\Lambda_h - K_1 S_h^0 \\
\rho S_h^0 - \mu_h R_h^0 \\
\Lambda_b - \mu_b N_b^0
\end{bmatrix}
$$

Now, using integrating factor (I.F)

$$
S_h^0(t) = \frac{\Lambda_h}{K_1} - \frac{\Lambda_h}{K_1} e^{-K_1 t} + S_h^0(0) e^{-K_1 t}
$$

$$
R_h^0(t) = \frac{\rho S_h^0}{\mu_h} - \frac{\rho S_h^0}{\mu_h} e^{-\mu_h t} + R_h^0(0) e^{-\mu_h t}
$$

$$
N_b^0(t) = \frac{\Lambda_b}{\mu_b} - \frac{\Lambda_b}{\mu_b} e^{-\mu_b t} + N_b^0(0) e^{-\mu_b t}.
$$

Now, obviously $S_h^0(t) + R_h^0(t) \to T_{h}^0(t)$ and $N_b^0 \to T_{b}^0$ as $t \to \infty$ regardless of the value of $S_h^0(0), R_h^0(0)$ and $N_b^0(0)$. Thus, $X^* = \left(\frac{T_{h}^0}{T_{b}}, 0\right)$ is a GAS.
Further, for the other criterion that is $G(X, Y) = BY - G(X, Y)$ gives

$$B = \begin{pmatrix}
-K_2 & \beta_1 (1 - \varepsilon) S_h^0/T_h^0 & 0 & \eta \beta_1 (1 - \varepsilon) S_h^0/T_h^0 & \beta_2 (1 - \varepsilon) S_h^0/T_h^0 & \beta_3 (1 - \varepsilon) S_h^0/T_h^0 \\
\sigma & -K_3 & 0 & 0 & 0 & 0 \\
0 & \varphi & -K_4 & 0 & 0 & 0 \\
0 & K_5 & K_6 & -\phi & 0 & 0 \\
0 & \alpha_1 & 0 & \alpha_2 & -\xi & \alpha_3 \\
0 & 0 & 0 & 0 & \beta_4 N_b^0/T_h^0 & -K_7 + \beta_4 N_b^0/T_h^0
\end{pmatrix} \quad (66)$$

The matrix (66) is M- matrix clearly (the off-diagonal element of $B$ are non-negative).

$$\overline{G}(X, Y) = \begin{bmatrix}
(\lambda_1 + \lambda_2 + \lambda_3) S_h^0 - K_2 L_n^0 \\
\sigma L_n^0 - K_3 I_h^0 \\
\varphi I_h^0 - K_4 J_h^0 \\
K_3 I_h^0 + K_5 J_h^0 - \phi D_b^0 \\
\alpha_1 I_h^0 + \alpha_2 D_b^0 + \alpha_3 C_b^0 - \xi V^0 \\
(\lambda_4 + \lambda_5) N_b^0 - K_7 C_b^0
\end{bmatrix} \quad (67)$$

then,

$$\overline{G}(X, Y) = [0, 0, 0, 0, 0, 0]^T. \quad (68)$$

It is thus clearly that $\overline{G}(X, Y) = 0$. Hence, the proof is complete.

Consider scenario where the endemic equilibrium exists.

### 3.4 Stability of endemic equilibrium at local level of model (10)

**Theorem 2:** The EEP of system (10) is LAS if the control reproduction number, $R_c > 1$.

Proof: Because of the high dimension of the system, standard linearization around the endemic equilibrium cannot be used. Therefore, the theory of Centre manifold which is clearly explained in Castillo-Chavez and Song (2004) for LAS analysis have been used in this work, in order to apply the theorem. Therefore, it is very important to make the following changes of variables. Let

$$\big( x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8, x_9 \big) = \big( S_h, L_n, I_h, J_h, R_h, D_b, V, N_b, C_b \big) \quad (69)$$
Furthermore, using the vector notation

\[ X = (x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8, x_9)^T \]  

(70)

The system (10) can be written in the form

\[ \frac{dX}{dt} = F = (f_1, f_2, f_3, f_4, f_5, f_6, f_7, f_8, f_9)^T \]  

(71)

such that

\[
\begin{align*}
\dot{x}_1 &= \Lambda - \frac{\beta_1 (1-\varepsilon)(x_3 + \eta x_6)}{T_h} x_1 - \frac{\beta_2 (1-\varepsilon)x_7}{T_h} x_1 - \frac{\beta_5 (1-\varepsilon)x_9}{T_h} x_1 - K_1 x_1 = f_1 \\
\dot{x}_2 &= \frac{\beta_1 (1-\varepsilon)(x_3 + \eta x_6)}{T_h} x_1 + \frac{\beta_2 (1-\varepsilon)x_7}{T_h} x_1 + \frac{\beta_3 (1-\varepsilon)x_9}{T_h} x_1 - K_2 x_2 = f_2 \\
\dot{x}_3 &= \sigma x_2 - K_3 x_3 = f_3 \\
\dot{x}_4 &= \phi x_3 - K_4 x_4 = f_4 \\
\dot{x}_5 &= \gamma x_2 + \rho x_1 + \tau x_4 - \mu h x_5 = f_5 \\
\dot{x}_6 &= K_5 x_3 + K_6 x_4 - \phi x_6 = f_6 \\
\dot{x}_7 &= \alpha_1 x_3 + \alpha_2 x_6 + \alpha_3 x_9 - \xi x_7 = f_7 \\
\dot{x}_8 &= \Lambda_b - \frac{\beta_4 x_9}{T_b} x_8 - \frac{\beta_6 x_7}{T_b} x_8 - K_7 x_8 = f_8 \\
\dot{x}_9 &= \frac{\beta_5 x_9}{T_b} x_8 + \frac{\beta_6 x_7}{T_b} x_8 - K_8 x_9 = f_9.
\end{align*}
\]  

(72)

The Jacobian evaluated at DFE for the system (72) above is given by the Jacobian (73) as

\[
J(E^*) = \begin{pmatrix}
-K_1 - \frac{\beta_1 (1-\varepsilon)x_1^0}{T_h^0} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -K_2 - \frac{\beta_1 (1-\varepsilon)x_7^0}{T_h^0} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \sigma & -K_3 & 0 & 0 & 0 \\
0 & 0 & \phi & -K_4 & 0 & 0 & 0 \\
\rho & \gamma & 0 & \tau & -\mu h & 0 & 0 \\
0 & 0 & K_5 & K_6 & -\phi & 0 & 0 \\
0 & 0 & \alpha_1 & K_6 & 0 & \alpha_2 & -\xi \\
0 & 0 & 0 & 0 & 0 & \beta_6 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \beta_5 + K_5 + \beta_4
\end{pmatrix}
\]  

(73)

Suppose \( \beta_3 = \beta_3^* \) is chosen as a bifurcation parameter at \( R_c = 1 \), we have that
\[
\beta^*_1 = \frac{\phi \xi K_4}{4\alpha_1 K_6 R_{0}^{h_{vb}}} \left[ 2 - \left( R_{0}^{h_{vb}} + R_{0}^{h_{lv1}} \right) \right] \left( R_{0}^{h_{vb}} - R_{0}^{h_{lv1}} \right)^2.
\] (74)

Eigenvectors \( J(E^0) \) \( \beta_1 = \beta_1^* \).

Given \( W \) and \( V \) as a right and left eigenvectors associated with the zero eigenvalues of the Jacobian \( J(E^0) \) \( \beta_1 = \beta_1^* \) (denoted by \( J_{\beta_1} \)) chosen such that \( VJ(E^0) = 0 \) and \( J(E^0)W = 0 \) with \( VW = 1 \) where \( V = [v_1, v_2, v_3, v_4, v_5, v_6, v_7, v_8, v_9] \) and \( W = [w_1, w_2, w_3, w_4, w_5, w_6, w_7, w_8, w_9]^T \). Thus,

\[
v_1 = v_6 = v_8 = 0, \quad v_2 = v_4 > 0, \quad v_3 = \frac{\beta_2(1-\varepsilon)x_1^0}{T_0^h}v_2 + \frac{\beta_2(1-\varepsilon)x_1^0}{T_0^h}v_2 + \frac{\beta_2(1-\varepsilon)x_1^0}{(K_7 - \beta_4)T_0^h}v_2,
\]

and

\[
w_2 = w_2 > 0, \quad w_3 = \frac{\sigma}{K_3}w_2, \quad w_4 = \frac{\phi \sigma}{K_3 K_4}w_2,
\]

\[
w_5 = \frac{\phi \xi (K_7 - \beta_4)}{K_1 T_1^0 \left( \xi (K_7 - \beta_4) - \alpha_3 \beta_3 \right)} \left( \frac{\alpha_1 \sigma}{\xi K_3} + \frac{\alpha_2 K_3 \sigma}{\xi \phi K_3} + \frac{\alpha_2 K_6 \phi \sigma}{\xi \phi K_3 K_4} \right) + \frac{\beta_2(1-\varepsilon)x_1^0}{K_1 T_1^0 \left( \xi (K_7 - \beta_4) - \alpha_3 \beta_3 \right)} \left( \frac{\alpha_1 \sigma}{\xi K_3} + \frac{\alpha_2 K_3 \sigma}{\xi \phi K_3} + \frac{\alpha_2 K_6 \phi \sigma}{\xi \phi K_3 K_4} \right)
\]

\[
w_6 = \frac{\beta_2(1-\varepsilon)x_1^0}{K_1 T_1^0 \left( \xi (K_7 - \beta_4) - \alpha_3 \beta_3 \right)} \left( \frac{\alpha_1 \sigma}{\xi K_3} + \frac{\alpha_2 K_3 \sigma}{\xi \phi K_3} + \frac{\alpha_2 K_6 \phi \sigma}{\xi \phi K_3 K_4} \right) + \frac{\beta_2(1-\varepsilon)x_1^0}{K_1 T_1^0 \left( \xi (K_7 - \beta_4) - \alpha_3 \beta_3 \right)} \left( \frac{\alpha_1 \sigma}{\xi K_3} + \frac{\alpha_2 K_3 \sigma}{\xi \phi K_3} + \frac{\alpha_2 K_6 \phi \sigma}{\xi \phi K_3 K_4} \right)
\]
\[ w_6 = \frac{\sigma(K_i K_5 + \phi K_6)}{\phi K_3 K_4} w_2, \quad w_7 = \frac{\xi(K_i - \beta_4)}{(\xi(K_i - \beta_4) - \alpha_i \beta_3)} \left( \frac{\alpha_i \sigma}{\xi K_3} + \frac{\alpha_i K_6 \phi \sigma}{\xi \phi K_3 K_4} \right) w_2 \]

\[ w_8 = -\frac{\xi(K_i - \beta_4)}{(\xi(K_i - \beta_4) - \alpha_i \beta_3)} \left( \frac{\beta_4 \beta_3 K_i}{\xi K_i (K_i - \beta_4)} \right) \left( \frac{\alpha_i \sigma}{\xi K_3} + \frac{\alpha_i K_6 \phi \sigma}{\xi \phi K_3 K_4} \right) w_2 \]

\[ w_9 = \frac{\beta_3}{(\xi(K_i - \beta_4) - \alpha_i \beta_3)} \left( \frac{\beta_3 \beta_4 K_i}{\xi K_i (K_i - \beta_4)} \right) \left( \frac{\alpha_i \sigma}{\xi K_3} + \frac{\alpha_i K_6 \phi \sigma}{\xi \phi K_3 K_4} \right) w_2 \]

a and b computations.

For a, gives
\[ a = \sum_{k,i,j=1}^n v_k w_i w_j \frac{\partial^2 f_k}{\partial x_i \partial x_j}(0,0). \quad (75) \]

For the system, gives \( n = 9 \) and for \( k = 1, 6, 8 \), \( v_1 = v_6 = v_8 = 0 \Rightarrow a_1 = a_6 = a_8 = 0 \), we therefore compute the associated non-zero partial derivatives of \( F \) at the DFE for \( f_2, f_3, f_4, f_5, f_7 \) and \( f_9 \).

\[ \frac{\partial^2 f_2}{\partial x_1 \partial x_3}(0,0) = \frac{\partial^2 f_2}{\partial x_1 \partial x_3^+}(0,0) = \frac{\beta_3^+ (1-\epsilon)}{T_h^0}, \quad \frac{\partial^2 f_2}{\partial x_1 \partial x_5}(0,0) = \frac{\partial^2 f_2}{\partial x_1 \partial x_5^+}(0,0) = \frac{\eta \beta_3^+ (1-\epsilon)}{T_h^0}. \]

\[ \frac{\partial^2 f_2}{\partial x_1 \partial x_7}(0,0) = \frac{\partial^2 f_2}{\partial x_1 \partial x_7^+}(0,0) = \frac{\beta_3^+ (1-\epsilon)}{T_h^0}, \quad \frac{\partial^2 f_2}{\partial x_1 \partial x_9}(0,0) = \frac{\partial^2 f_2}{\partial x_1 \partial x_9^+}(0,0) = \frac{\beta_3^+ (1-\epsilon)}{T_h^0}. \]

\[ \frac{\partial^2 f_9}{\partial x_1 \partial x_8}(0,0) + \frac{\partial^2 f_9}{\partial x_5 \partial x_7}(0,0) = \frac{\partial^2 f_9}{\partial x_1 \partial x_8^+}(0,0) + \frac{\partial^2 f_9}{\partial x_5 \partial x_7^+}(0,0) = \frac{\beta_3^+ (1-\epsilon)}{T_h^0}. \]

Now, considering \( v' \)'s, \( w' \)'s and the partial derivative above, one can be able to show that
\[ a_1 = a_3 = a_4 = a_6 = a_7 = a_8 = 0 \quad (76) \]
\[ a = a_1 + a_2 + a_3 + a_4 + a_5 + a_6 + a_7 + a_8 + a_9 = -(\Pi_1 \Pi_2 + P_1 P_2) < 0 \quad (77) \]

where
\[
\Pi_1 = \left( \frac{\sigma \beta (1-\varepsilon)x_1^0 + \sigma \beta \eta (1-\varepsilon)x_2^0 \left( K, K + K\sigma \right)}{K_1, K_1, T_1^0} \right)
\]

\[
\Pi_2 = \left( \frac{2\sigma \beta (1-\varepsilon) K + \phi K_3 + \phi K_4}{K_1, K_3, T_1^0} \right)
\]

\[
P_1 = \frac{2\beta \beta (1-\varepsilon)x_1^0}{K_1 - \beta_1} \left( \frac{\xi (K_1 - \beta_1) \beta_1}{K_1 (K_1 - \beta_1)} \right) \left( \frac{\xi (K_1 - \beta_1) \beta_1}{K_1 (K_1 - \beta_1)} \right) \left( \frac{\xi (K_1 - \beta_1) \beta_1}{K_1 (K_1 - \beta_1)} \right)
\]

\[
P_2 = \left( \frac{\xi (K_1 - \beta_1)}{(K_1 - \beta_1)} \right) \left( \frac{\xi (K_1 - \beta_1)}{(K_1 - \beta_1)} \right) \left( \frac{\xi (K_1 - \beta_1)}{(K_1 - \beta_1)} \right)
\]

and equation (77) holds, since \( v_2 > 0 \), \( w_2 > 0 \) and all the parameters in the model are positive. Now, it is easy to conclude that parameter \( a < 0 \).

Similarly, for \( b \) given

\[
b = \sum_{k=1}^{n} v_k w_i \frac{\partial^2 f_k}{\partial x_i \partial \beta_1^k} (0, 0)
\]

for \( k = 1, 6, 8 \). \( v_1 = v_6 = v_8 = 0 \Rightarrow b_1 = b_6 = b_8 = 0 \), we therefore compute the associated non-zero partial derivatives of \( F \) at the DFE for \( f_2, f_3, f_4, f_5, f_7 \) and \( f_9 \) where \( \beta_5 = \beta_5^* \).

\[
\frac{\partial^2 f_9}{\partial x_7 \partial \beta_5^*} (0, 0) = 1
\]
Now, considering \( v', w', s \) and the partial derivative above, one can also be able to show that (84) is equal to zero.

\[
b_1 = b_2 = b_3 = b_4 = b_5 = b_6 = b_7 = b_8 = 0 \quad (84)
\]

\[
b_9 = w_9 w_2 \frac{\partial^2 f_2}{\partial x_2 \partial \beta_2^2} (0,0) \quad (85)
\]

Substituting the values of \( v', w', s \) and the partial derivative concerned, we have

\[
b_9 = \beta_2 \beta_3 (1-\epsilon) x_1^0 \left( \frac{\xi (K_7 - \beta_4)}{(K_7 - \beta_4)_T^0} \left( \frac{\xi (K_7 - \beta_4)}{(K_7 - \beta_4)_T^0} - \alpha_2 \beta_2 \right) \right) \left( \frac{\alpha_1 \sigma + \alpha_2 K_s \sigma + \alpha_2 K_s \phi \sigma}{\xi K_3 + \xi \phi K_3 + \xi \phi K_2 K_4} \right) w_2 v_2. \quad (86)
\]

Therefore

\[
b = b_1 + b_2 + b_3 + b_4 + b_5 + b_6 + b_7 + b_8 = \beta_2 \beta_3 (1-\epsilon) x_1^0 \left( \frac{\xi (K_7 - \beta_4)}{(K_7 - \beta_4)_T^0} \left( \frac{\xi (K_7 - \beta_4)}{(K_7 - \beta_4)_T^0} - \alpha_2 \beta_2 \right) \right) \left( \frac{\alpha_1 \sigma + \alpha_2 K_s \sigma + \alpha_2 K_s \phi \sigma}{\xi K_3 + \xi \phi K_3 + \xi \phi K_2 K_4} \right) w_2 v_2 > 0. \quad (87)
\]

Therefore, \( a < 0 \) and \( b > 0 \). So, by Theorem 2 of Castillo-Chavez and Song (2004) the following result is established. The EEP of the model (10) is LAS when \( R_c > 1 \).

### 3.5 Global stability of \( E^{**} \)

Let \( D_3 = \{ (S_h, L_n, I_h, J_h, R_h, D_n, V, N_b, C_b) \in \Omega \} \)

be the stable manifold of the \( E^{**} \).

**Theorem 3:** The endemic equilibrium of the model (10) is GAS in \( D_3 \) with \( \delta_1 = \delta_2 = \rho = \gamma = 0 \) whenever \( R_c > 1 \).

**Proof:** Suppose \( R_c > 1 \) and \( \delta_1 = \delta_2 = \rho = \gamma = 0 \) then the existence of the endemic equilibrium point is assured. Also, let the non-linear Lyapunov function (of the Goh-Volterra type) be

\[
F = \left( S_h - S^*_h - S^*_h \ln \frac{S_h}{S^*_h} \right) + \left( L_h - L^*_h - L^*_h \ln \frac{L_h}{L^*_h} \right) + \frac{(\sigma + \mu_h)}{\sigma} \left( I_h - I^*_h - I^*_h \ln \frac{I_h}{I^*_h} \right)
\]

\[
+ \frac{(\sigma + \mu_h)(\varphi + \mu_h)}{\sigma \varphi} \left( J_h - J^*_h - J^*_h \ln \frac{J_h}{J^*_h} \right) + \frac{(\sigma + \mu_h)(\varphi + \mu_h)(\varphi + \mu_h)}{\sigma \varphi \tau} \left( R_h - R^*_h - R^*_h \ln \frac{R_h}{R^*_h} \right)
\]

\[
+ \left( N_h - N^*_h - N^*_h \ln \frac{N_h}{N^*_h} \right) + \left( C_b - C^*_b - C^*_b \ln \frac{C_b}{C^*_b} \right)
\]

Taking the time derivative of (89)
where

$$
\tilde{\lambda}_h = \tilde{\beta}_1 (1-\varepsilon) \frac{\Lambda_h}{\mu_h} (1 + \eta D_h) + \tilde{\beta}_2 (1-\varepsilon) \frac{\Lambda_h}{\mu_h} V + \tilde{\beta}_3 (1-\varepsilon) \frac{\Lambda_h}{\mu_h} C_b
$$

and

$$
\tilde{\lambda}_b = \tilde{\beta}_4 \frac{\Lambda_h}{\mu_b} C_b + \tilde{\beta}_5 \frac{\Lambda_h}{\mu_b} V = \tilde{\beta}_4 C_b + \tilde{\beta}_5 C_b
$$

where

$$
\tilde{\beta}_1 = \tilde{\beta}_2 = \tilde{\beta}_3 = \tilde{\beta}_4 = \tilde{\beta}_5 = \tilde{\beta}_3 \frac{\Lambda_h}{\mu_h}
$$

Substituting (10) in (49), we have

$$
\hat{F} = \Lambda_h - \tilde{\lambda}_h S_h - \mu_h S_h - \frac{S_{**}^{**}}{S_b} \left( \Lambda_h - \tilde{\lambda}_h S_h - \mu_h S_h \right) + \tilde{\lambda}_b S_h - (\sigma + \mu_h) L_h
$$

$$
- \frac{L_{**}^{**}}{L_h} \left( \lambda_h S_h - (\sigma + \mu_h) I_h \right) + \frac{(\sigma + \mu_h)}{\sigma} \left[ (\sigma I_h - (\varphi + \mu_h) I_h) - \frac{(\sigma + \mu_h)}{\sigma} I_h \right] (\sigma I_h - (\varphi + \mu_h) I_h)
$$

$$
+ \frac{(\sigma + \mu_h)(\varphi + \mu_h)}{\sigma \mu} \left[ (\varphi I_h - (\tau + \mu_h) J_h) - \frac{(\sigma + \mu_h)(\varphi + \mu_h)}{\sigma \mu} J_h \right] (\varphi I_h - (\tau + \mu_h) J_h)
$$

$$
+ \frac{(\sigma + \mu_h)(\varphi + \mu_h)}{\sigma \mu} \left[ (\tau J_h - \mu_h R_h) - \frac{(\sigma + \mu_h)(\varphi + \mu_h)}{\sigma \mu} R_h \right] (\tau J_h - \mu_h R_h)
$$

$$
+ \Lambda_h - \tilde{\lambda}_h N_b - (\delta_b + \mu_h) N_b - \frac{N_{**}^b}{N_b} \left( \Lambda_h - \tilde{\lambda}_h N_b - (\delta_b + \mu_h) N_b \right)
$$

$$
+ \tilde{\lambda}_b N_b - (\delta_b + \mu_h) C_b - \frac{C_{**}^b}{C_b} \left( \tilde{\lambda}_b N_b - (\delta_b + \mu_h) C_b \right)
$$

$$
\Lambda_h = \tilde{\lambda}_h S_h + \mu_h S_h
$$
\[
(\sigma + \mu_h) \mathcal{L}_h^* = \tilde{\lambda}_h \mathcal{S}_h^*
\]

\[
(\varphi + \mu_h) \mathcal{I}_h^* = \sigma \mathcal{L}_h^*
\]

\[
(\tau + \mu_h) \mathcal{J}_h^* = \varphi \mathcal{I}_h^*
\]

\[
\mu_h \mathcal{R}_h^* = \tau \mathcal{J}_h^*
\]

\[
\tilde{\lambda}_b \mathcal{N}_b = (\delta_b + \mu_b) \mathcal{C}_b^*
\]

\[
\Lambda_b = \tilde{\lambda}_b \mathcal{N}_b^* + (\delta_b + \mu_b) \mathcal{N}_b^*
\]

Substituting the relation in (92), (93), (94) and (95) into (91), we have

\[
\dot{F} \leq \mu_h \mathcal{S}_b^* \left[ 2 - \frac{S_h}{S_h^*} \right] + (\sigma + \mu_h) \mathcal{L}_h^* \left[ 6 - \frac{S_h}{S_h^*} \frac{S_h \mathcal{L}_h^*}{S_h^*} - \frac{L_h \mathcal{I}_h^*}{S_h^*} - \frac{I_h \mathcal{J}_h^*}{S_h^*} - \frac{J_h \mathcal{R}_h^*}{S_h^*} - \frac{R_h^*}{S_h^*} \right] + \delta_b + \mu_b \mathcal{N}_b^* \left[ 2 - \frac{N_b}{N_b^*} \right] + (\delta_b + \mu_b) \mathcal{C}_b^* \left[ 3 - \frac{N_b^*}{N_b} \frac{N_b \mathcal{C}_b^*}{N_b^*} - \frac{C_b}{C_b^*} \right]
\]

Since geometric mean is less than arithmetic mean, we have that

\[
2 - \frac{S_h}{S_h^*} \leq 0, \quad 6 - \frac{S_h}{S_h^*} \frac{S_h \mathcal{L}_h^*}{S_h^*} - \frac{L_h \mathcal{I}_h^*}{S_h^*} - \frac{I_h \mathcal{J}_h^*}{S_h^*} - \frac{J_h \mathcal{R}_h^*}{S_h^*} - \frac{R_h^*}{S_h^*} \leq 0
\]

\[
2 - \frac{N_b}{N_b^*} \leq 0, \quad 3 - \frac{N_b^*}{N_b} \frac{N_b \mathcal{C}_b^*}{N_b^*} - \frac{C_b}{C_b^*} \leq 0
\]

Thus, we have that \( \dot{F} \leq 0 \) for \( \delta_1 = \delta_2 = \rho = \gamma = 0, \quad R_e > 1 \). Since the relevant variable in the equations for \( \mathcal{L}_h, \mathcal{I}_h, \mathcal{J}_h, \mathcal{D}_h, \mathcal{V} \) and \( \mathcal{R}_h \) are at endemic steady state, it follows that this can be substituted into the equations for \( \mathcal{L}_h, \mathcal{I}_h, \mathcal{J}_h, \mathcal{D}_h, \mathcal{V} \) and \( \mathcal{R}_h \) so that

\[
\lim_{t \to \infty} (\mathcal{L}_h(t), \mathcal{I}_h(t), \mathcal{J}_h(t), \mathcal{D}_h(t), \mathcal{V}(t), \mathcal{R}_h(t)) \to (\mathcal{L}_h^*, \mathcal{I}_h^*, \mathcal{J}_h^*, \mathcal{D}_h^*, \mathcal{V}^*, \mathcal{R}_h^*)
\]

Therefore, from Lasalle’s invariant principle (Lassalle, 1976), it implies that the endemic equilibrium \( E^* \) is globally asymptotically stable in \( \Omega \) whenever \( R_e > 1 \). Hence, \( F \) is a Lyapunov function in \( \Omega \). The epidemiological implication of the result above is that, in the absence of vaccination and natural recovery \( \rho = \gamma = 0 \), Ebola virus cannot be eliminated from the society if the basic reproduction number is greater than unity.
4 Numerical Simulations

Simulations are performed in this section under maple software and MATLAB ODE 45 to know the sensitive parameters by numerical illustration and to detect the impact on the dynamics of EVD in the long-run. We will use the baseline parameters in Table (1) to simulate the system.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values (per day)</th>
<th>Sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \beta_1, \beta_2, \beta_3 )</td>
<td>0.9, 0.7, 0.8</td>
<td>Abdulrahman, 2016</td>
</tr>
<tr>
<td>( \beta_4, \beta_5 )</td>
<td>0.5, 0.6</td>
<td>Berge et al., 2018</td>
</tr>
<tr>
<td>( \delta_1, \delta_2 )</td>
<td>0.04227, 0.027855</td>
<td>Chowell et al., (2004); Leung et al., (2004); Safi and Gumel, 2011</td>
</tr>
<tr>
<td>( \delta_b )</td>
<td>0.00014</td>
<td>Chowell et al., (2004);</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>0.03521</td>
<td>Leung et al., (2004)</td>
</tr>
<tr>
<td>( \varphi )</td>
<td>(0,1)</td>
<td>variable</td>
</tr>
<tr>
<td>( \sigma )</td>
<td>0.1</td>
<td>Gumel et al., 2014</td>
</tr>
<tr>
<td>( \tau )</td>
<td>(0,1)</td>
<td>variable</td>
</tr>
<tr>
<td>( \eta )</td>
<td>0.25</td>
<td>Leung et al., (2004)</td>
</tr>
<tr>
<td>( \varepsilon )</td>
<td>(0.1)</td>
<td>variable</td>
</tr>
<tr>
<td>( \alpha_1, \alpha_2, \alpha_3 )</td>
<td>0.11, 0.21, 0.25</td>
<td>Assumed</td>
</tr>
<tr>
<td>( \rho )</td>
<td>(0,1)</td>
<td>variable</td>
</tr>
<tr>
<td>( \phi )</td>
<td>(0,1)</td>
<td>variable</td>
</tr>
<tr>
<td>( \Lambda_n )</td>
<td>136</td>
<td>Safi and Gumel, 2011</td>
</tr>
<tr>
<td>( \Lambda_v )</td>
<td>10</td>
<td>Berge et al., 2018</td>
</tr>
<tr>
<td>( \mu_b )</td>
<td>0.000351</td>
<td>Safi and Gumel, 2011</td>
</tr>
<tr>
<td>( \mu_b )</td>
<td>0.0011</td>
<td>Berge et al., 2018</td>
</tr>
</tbody>
</table>

Global asymptotic stability of equilibria

The global asymptotic stability of the disease-free equilibrium and endemic equilibrium of model (10) were analytically proved in Theorems 1 and 3, respectively. Hence, they are supported by Fig. 2 and Fig. 3 numerically, which are plotted for \( \beta_1 = 0.9, \phi = 0.04 \) (Fig. 2) and \( \beta_1 = 0.2, \phi = 0.08 \) (Fig. 3).

Specifically, Fig. 2 shows that when \( R_c = 0.4213 \), EVD is wiped out after some days, while Fig. 3 shows that for \( R_c = 3.2521 \), EVD persists and becomes endemic in a society.
Figure 2. GAS of the disease-free equilibrium when $R_c=0.4213<1$. The solution curves are plotted with $\beta_1=0.9$, $\phi=0.04$, with different initial population of infectious humans and the remaining parameters are as in Table 1.

Figure 2 shows the GAS of the DFE, the solution curves are plotted with $R_c=0.4213<1$ and $\beta_1=0.9$, $\phi=0.04$. With different initial condition of Infectious human, no matter how large is the initial Infectious humans introduced into society whenever both the control reproduction numbers are less than unity the disease can be mitigated.

Figure 3. GAS of endemic equilibrium point when $R_c=3.2521>1$. The solution curves are plotted with $\beta_1=0.2$, $\phi=0.08$ and the remaining parameters are as in Table 1.

Figure 3 shows the global asymptotic stability of endemic equilibrium point, the solution curves are plotted with $\beta_1=0.2$, $\phi=0.08$ so that $R_c=3.2521>1$. With different initial condition of Infectious
human no matter how small is initial population of Infectious humans introduced into society whenever both the control reproduction numbers are greater than unity the disease cannot be mitigated in a society.

4.2 Assessing the impact of proper burial

Figure 4 shows that latent humans \( (E_h) \) and infectious humans \( (I_h) \) (non-hospitalized) are decreasing function of proper burial. Specifically, when the proper burial implementation is low, during the first forty days, the latent humans and infectious humans (non-hospitalized) increase very fast. After fifty days, the latent humans and infectious humans (non-hospitalized) decreases but the disease persist in the society (Note that \( R_c = 1.0502 \) in this case). If the proper burial is boosted to 75% \( (\phi = 0.75) \), then the disease drops down in short period of time but not totally wiped out: This shows that proper burial alone cannot mitigate the infection in the society.

4.3 Impact of personal hygiene

Figure 5 shows that latent humans \( (E_h) \) and infectious humans \( (I_h) \) (non-hospitalized) are decreasing function of personal hygiene. More precisely, when the personal hygiene implementation is low, during the first thirty days, the latent humans and infectious humans (non-hospitalized) increase very fast. After fifty days, the latent humans and infectious humans (non-hospitalized) numbers decreases but the disease continues in the society (Note that \( R_c = 1.0502 \) in this case). If the personal hygiene is boosted to 75% \( (\varepsilon = 0.75) \), then the disease diminishes in short period of time but not totally wiped out: This shows that personal hygiene alone cannot control the infection in the society but it can help.
4.4 Impact of isolation

Figure 6 show that isolation also can help in reducing the disease in a society but it cannot remove the disease completely from the society. The graph shows us that if the isolation rate is low the disease increases immensely in first fifty days but if it is high the disease decreases within short period of time.

4.5 Assessing the efficacy of vaccine

Without the loss of generality, we assumed the vaccination as parameter in this work. Figure 7 shows that the latent humans and infectious humans (non-hospitalized) are decreasing function of the vaccination parameter ($\rho$). To be specific, when the vaccination rate is minimal, the daily cases in both the two classes increases immensely in first twenty days. After fifty days, the number of infected ones decreases but EVD persists in the population (Note that $R_v = 1.0502$ in this case). If
the vaccination rate is boosted up to 0.75% of the population daily \( \rho = 0.0075 \), then the disease will drop down and goes to extinction. So, a high rate of vaccination, that is vaccinating 0.75% of the population daily can mitigate the infection in the society.

**Figure 7.** Assessing the efficacy of vaccine: The latent humans and infectious humans (non-hospitalized) as a function of vaccination rate.

### 4.6 Cumulative incidence varying different control parameters

In this sub-section we will consider variation of control parameter one after the other. Note that all the parameter values used in this sub-section are in Table 1 above with \( R_c = 1.0502 \).

**Figure 8.** Cumulative incidence for humans varying vaccination rate.

Figure 8 is showing the cumulative incidence for humans varying vaccination rate, the graph reveals that when there is no vaccine the disease can escalate but if some certain percent of the population are vaccinated per day it will help to control the Ebola virus in the society.
Figure 9. Cumulative incidence for humans varying personal hygiene.

Figure 9 is showing the cumulative incidence for humans varying personal hygiene rate, the graph reveals that when there is no personal hygiene control the disease can escalate within short period but if personal hygiene is adopted as a control strategy in the population, then the disease can be mitigated in a society.

Figure 10. Cumulative incidence for humans varying isolation rate.

Figure 10 is showing the cumulative incidence for humans varying isolation rate, the graph reveals that when there is no isolation control in Infectious humans the disease can escalate within short period of time but if isolation is adopted as a control strategy in the population of infectious humans, then the disease can be mitigated in a society.
Figure 11 is showing the cumulative incidence for humans varying proper burial rate, the graph reveals that when there is no proper burial control of deceased Infected humans the disease can escalate within short period of time but if proper burial is adopted as a control strategy in the population of humans, varying the proper burial rate shows significant changes and it also helps in controlling the disease in a society.

5 Summary and Conclusion

Over many years ago, series of EVD models were constructed and analyzed to investigate how the disease spread in human and between animals and humans, but only some few Authors considered vaccine and its influence on the EVD control. Again, only some few Authors considered bat to bat transmission. This article mainly concentrates on these strategies (which implies vaccination, personal hygiene, isolation and proper burial of EVD deceased humans), with in mind that hundred percent vaccination is not possible. In addition, (i) Some in latently infected humans are assumed to recover naturally due to strong immune system, (ii) vaccinated are assumed to have permanent immunity from the Ebola virus, (iii) the efficacy of the vaccine is assumed to be almost hundred percent, (iv) the dead humans who are infected could transmit infection during funerals. In this case, the main results obtain are point out below.

1. However, this model considered threshold quantity very important, when the corresponding reproduction number is less than unity, the disease-free is a GAS. The meaning of this epidemiologically, no matter how few or large is the initial number of infectious individuals, if the reproduction number is less than unity, the disease will asymptotically drive to extinction. on the other hand, when the reproduction number is greater than unity, the DFE becomes unstable, the disease continuous and a GAS of EEP occurs.

2. Numerically, it was shown that: (1) the disease can be trash out if one percent of the population can be vaccinated daily. (2) the infected humans decrease in number as
vaccination rate increases. (3) Combining personal hygiene and proper burial leads to less infected individual.

The afore-mentioned imaginary and numerical results shows that: (a) vaccination alone is not capable of driving out the EVD to death. (b) Personal hygiene alone cannot be enough to drive out EVD in a society. Therefore, it is recommended to develop a model that will take into account the inherent to vaccine, though this will lead to delay differential equations, which can be more realistic but less mathematical tractable.
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