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Abstract

This study developed a Boolean network model representing auxin signaling dynamics. Control techniques identified five (5) interactions that, when applied, may modulate auxin signaling dynamics. Interpreting mechanisms by which these predicted targets regulates auxin responses generated testable hypotheses regarding novel regulators. While the simplified model omits molecular details, validating predictions experimentally can inform iterative model refinements that deepen mechanistic understanding. Integrating computational modeling, control strategies and experiment-model cycles thus shows promise for developing target-based auxin interventions. This framework may inform applications beyond auxin signaling, illustrating a blueprint for progressing from abstract biological representations to meaningful mechanisms and practical tools for purposefully manipulating complex systems.
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1 Introduction

Auxin signaling coordinates nearly all aspects of plant growth and development by regulating gene expression, cell division and expansion [16]. Precisely controlling auxin responses therefore holds promise for optimizing plant productivity, stress tolerance and trait modification [24]. However, the molecular mechanisms underlying auxin perception, transmission and response remain incompletely understood [8]. Systems-level modeling approaches offer a means to gain novel mechanistic insights into auxin signaling [2].

Boolean modeling provides a simplified yet effective framework for capturing network dynamics [13]. The model output suggests potential regulatory modules as candidate intervention targets [3]. However, traditional boolean models lack rigor in identifying such controllable nodes [17]. The algebraic edge control approach developed by Murrugarra et al. computationally identifies control targets within boolean networks in a systematic manner [21]. Applying this method to available auxin signaling boolean models could reveal potential mechanisms for specifically modulating auxin responses [9].

Arellano et al. constructed a boolean model of auxin signaling components and their interactions in plants [3]. Triggered by auxin, the network incorporates perception, signal transmission and response elements, resembling auxin-mediated regulation of genes [12]. Leveraging this model, we aim at applying algebraic edge control analysis to predict potential regulators of auxin responses within the boolean network, generate experimentally testable hypotheses regarding candidate mediating edges, interpret predicted controls based on current knowledge to evaluate their biological plausibility and usefulness.
and provide a foundation for iteratively refining model predictions through experiments, progressing towards mechanism-based auxin interventions.

The identified control targets are analyzed based on known functions of edges in auxin pathways [15]. Novel predictions generate experimentally verifiable hypotheses [5, 25]. Rigorously validating predictions through knockout and overexpression experiments then motivates refinement of model structures and parameters [4, 6]. This closed-loop process between modeling and experimentation may ultimately facilitate targeted manipulation of auxin responses [1, 20].

In all, applying algebraic edge control analysis to Arellano et al.’s auxin signaling Boolean model [3] aims to identify potential regulators of auxin responses within the network. Experimentally investigating predicted controls can reveal mechanisms underlying auxin signaling and motivate rational intervention design. This integrated framework generally enables mechanism-based innovation for biological systems [14].

2 Materials and Methods

A Boolean network model is a discrete dynamical system that captures the temporal evolution of a biological system [10, 19]. It consists of:

• A set of nodes representing molecular components (genes, proteins, etc.). Each node can be in one of two states: ON (1) or OFF (0) [10].

• A Boolean transition function for each node that determines its next state based on the current states of other nodes. This function is defined using Boolean operations (AND, OR, NOT) [19].

  For a network with \( n \) nodes \( \{y_1, y_2, \ldots, y_n\} \), the Boolean transition function for node \( y_i \) is:

  \[
  y_i(t + 1) = f_i(y_1(t), y_2(t), \ldots, y_n(t))
  \]

• A wiring diagram that specifies which nodes influence which others based on known or inferred interactions between components [10].

• A state transition table that lists the next state of each node for every possible combination of the network’s states. From this table, temporal trajectories can be simulated *in silico* [19].

The transition functions are typically specified based on biological knowledge of the system, and calibrated to optimize how well model outputs match experimental observations. The Boolean abstraction, though simplistic, can reveal complex dynamical behaviors that provide insight into the system’s emergent properties [10]. Arellano et al.’s Boolean auxin signaling model captures key dynamics of the pathway using a simplified, logical abstraction [3]. The model consists of 9 nodes \( (y_1 \text{ to } y_9) \) representing major molecular components (see Appendix table 2), that includes:

\[
\begin{align*}
  y_1 & = ARF \\
  y_2 & = AUXINS \\
  y_3 & = IAA \\
  y_4 & = JKD \\
  y_5 & = MGP \\
  y_6 & = PLT \\
  y_7 & = SCR \\
  y_8 & = SHR \\
  y_9 & = WOX
\end{align*}
\]

The Boolean transition function for node \( y_i \) is given by:

\[
  y_i(t + 1) = f_i(y_1(t), y_2(t), \ldots, y_9(t))
\]
Where $f_i$ represents the boolean transition function (see Appendix table 2) determining $y_i$’s state from the states of other nodes at time $t$, in a more specific form we get:

\begin{align*}
  f_1 &= \neg y_3 \\
  f_2 &= y_2 \\
  f_3 &= \neg y_2 \\
  f_4 &= y_7 \land y_8 \\
  f_5 &= y_7 \land y_8 \land \neg y_9 \\
  f_6 &= y_1 \\
  f_7 &= \neg y_5 \land y_7 \land y_8 \lor y_4 \land y_7 \land y_8 \\
  f_8 &= y_8 \\
  f_9 &= y_1 \land y_7 \land y_8 \land y_9 \lor y_1 \land \neg y_5 \land y_7 \land y_8 \\
\end{align*} 

(3)

This model structure - comprised of nodes, interactions and update rules - allows simulating the temporal dynamics of auxin signaling under logical abstraction [11]. Though simple, the model recapitulates qualitative system-level properties while illuminating regulatory mechanisms [19]. The network diagram of the auxin signaling network [3], is displayed in Figure 1. The functions that describe the interactions between molecules in the network can be represented as polynomials over the finite field $F_2$, which is defined as the set $\{0, 1\}$ with standard addition and multiplication operations. This allows the dynamical system $F = (f_1, \ldots, f_n) : F_2^n \rightarrow F_2^n$ to be expressed as a polynomial dynamical system, as described in reference [13]. By using polynomial representations, researchers can analyze the dynamics of Boolean networks such as the auxin signaling network in a more efficient and effective manner.

Figure 1: Auxin Signalling Network (Also see [3])

To convert Boolean functions into polynomials, we utilize a set of guidelines that dictate how Boolean operations are calculated with modulo 2 in $F_2[y_1, \ldots, y_n]$. Specifically, the logical AND operation between variables $x$ and $y$, which is denoted by $x \land y$, is equivalent to their product, $xy$. The logical OR operation, represented by $x \lor y$, is equivalent to their sum plus their product, $x + y + xy$. 
The squaring of a variable \( x \) is equal to itself, \( x^2 = x \). The multiplication of a variable \( x \) by a scalar \( \lambda \) is equal to 0 for any scalar \( \lambda \in \mathbb{R} \setminus [-1, 1] \), \( \lambda x = 0 \). Finally, the logical NOT operation, denoted by \( \neg x \), is equal to 1 plus the variable \( x \), \( \neg x = 1 + x \). By applying these rules to the auxin signaling network, we can obtain a set of polynomials that describe the behavior of the system.

\[
f_1 = 1 + y_3 \\
f_2 = y_2 \\
f_3 = 1 + y_2 \\
f_4 = y_7 y_8 \\
f_5 = y_7 y_8 (1 + y_9) = y_7 y_8 + y_7 y_8 y_9 \\
f_6 = y_1 \\
f_7 = y_4 y_5 y_7 y_8 + y_5 y_7 y_8 + y_7 y_8 \\
f_8 = y_8 \\
f_9 = y_1 y_5 y_7 y_8 y_9 + y_1 y_5 y_7 y_8 + y_1 y_7 y_8
\]

(4)

Determining attractors is a pivotal stride in comprehending and regulating intricate arrangements, and computational algebra presents beneficial instruments for accomplishing that \[22, 23\]. To unearth the unvarying conditions of the network, we must resolve a collection of equations in which \( f_i = y_i \) for each unit \( i \) in the arrangement. This signifies that we are in quest of the origins of a set of equations \( g_i = 0 \), where \( g_i = f_i - y_i \). By unraveling this assortment of equations, we can ascertain the plausible unvarying conditions of the network and acquire insights into the fundamental mechanisms that govern its conduct.

\[
g_1 = f_1 - y_1 \\
g_2 = f_2 - y_2 \\
g_3 = f_3 - y_3 \\
g_4 = f_4 - y_4 \\
g_5 = f_5 - y_5 \\
g_6 = f_6 - y_6 \\
g_7 = f_7 - y_7 \\
g_8 = f_8 - y_8 \\
g_9 = f_9 - y_9
\]

(5)

Since the system exhibits non-linear characteristics, conventional techniques like Gaussian elimination are inadequate for solving it. Nevertheless, computational algebra offers an alternative method by encoding the solutions as an algebraic entity called an ideal of polynomials. In our scenario, the ideal is denoted as \( I = \{g_i\} \forall i = 1 \ldots, 9 \). Subsequently, we can simplify the representation of this ideal by identifying its Gröbner basis \[7\] utilizing mathematical software tools like Sagemath \[18\]. By determining the Gröbner basis of the ideal, we obtain a more streamlined system that encompasses the same solutions as the original system. This approach bestows a potent instrument for resolving non-linear systems and comprehending their behavior. Upon solving the aforementioned equation (5), we reach the following outcome:

\[
g_1 = 0 \quad g_2 = 0 \quad g_3 = 1 \\
g_4 = 0 \quad g_5 = 0 \quad g_6 = 0 \\
g_7 = 0 \quad g_8 = 0 \quad g_9 = 0
\]

(6)

Therefore, the value 001000000 represents a stable state of the network.
2.1 Edge Control

To control the edge \( y_i \to y_j \) in the wiring diagram \( W \), we utilize the function.

\[
F_j(y, v_{i,j}) = f_j(y_1, \ldots, (v_{i,j} + 1)y_i, \ldots, y_n)
\]

This function encodes the control settings for the edge \( y_i \to y_j \), based on the possible values of \( v_{i,j} \in \mathbb{F}_2 \).

The control settings for the edge \( y_i \to y_j \) can be described as follows:

- If \( v_{i,j} = 0 \), then \( F_j(y, 0) = f_j(y_1, \ldots, y_i, \ldots, y_n) \). In this case, the control is not active.
- If \( v_{i,j} = 1 \), then \( F_j(y, 1) = f_j(y_1, \ldots, y_i = 0, \ldots, y_n) \). Here, the control is active, and it represents the removal of the edge \( y_i \to y_j \).

This can be expanded to encompass the control of multiple edges, resulting in \( F : \mathbb{F}_2^e \times \mathbb{F}_2^n \to \mathbb{F}_2^n \), where \( e \) denotes the number of edges in the wiring diagram. Each coordinate, \( v_{i,j} \), of \( v \) in \( F(y, v) \) encodes the control for an edge \( y_i \to y_j \) [13]. The above is the Murrugarra et al.’s algebraic edge control method and it provides a rigorous mathematical approach for identifying controllable nodes within Boolean network models [13]. We use the Boolean functions in equation (4) defining network dynamics into multivariate polynomials over \( \text{GF}(2) \), the Galois field with two elements \( \{0, 1\} \). Here:

\[
\begin{align*}
  f_1 &= 1 + y_3(v_{3,1} + 1) \\
  f_2 &= y_2(v_{2,2} + 1) \\
  f_3 &= 1 + y_2(v_{2,3} + 1) \\
  f_4 &= y_7 y_8(v_{7,4} + 1)(v_{8,4} + 1) \\
  f_5 &= y_7 y_8(v_{7,5} + 1)(v_{8,5} + 1) + y_7 y_9 y_9(v_{7,5} + 1)(v_{8,5} + 1)(v_{9,5} + 1) \\
  f_6 &= y_9(v_{9,6} + 1) \\
  f_7 &= y_4 y_5 y_7 y_8(v_{7,7} + 1)(v_{8,7} + 1)(v_{9,7} + 1) + y_5 y_7 y_8(v_{5,7} + 1) \\
  &\quad (v_{8,7} + 1)(v_{9,7} + 1) + y_7 y_8(v_{7,7} + 1)(v_{8,7} + 1) \\
  f_8 &= y_8(v_{8,8} + 1) \\
  f_9 &= y_1 y_5 y_7 y_8 y_9(v_{9,1} + 1)(v_{9,5} + 1)(v_{9,7} + 1)(v_{9,8} + 1) + y_1 y_5 y_7 y_8(v_{1,9} + 1)(v_{5,9} + 1)(v_{7,9} + 1) \\
  &\quad (v_{8,9} + 1) + y_1 y_7 y_8(v_{1,9} + 1)(v_{7,9} + 1)(v_{8,9} + 1)
\end{align*}
\]

Suppose that \( z_0 = (z_{01}, \ldots, z_{0n}) \in \mathbb{F}_2^n \) is a desirable cell state (for instance, it could represent the state of cell senescence) but is not a fixed point, i.e., \( F(z_0) \neq z_0 \). The problem is then to choose a control \( v \) such that \( F(z_0, v) = z_0 \). We now show how this can be achieved in our framework.

After encoding our Boolean Network (BN) with control as a polynomial system \( F_j(y, v) \in \mathbb{F}_2[y, v] \) in equation (8), we consider the system of polynomial equations in the \( v \) parameters:

\[
F_j(z_0, v) = z_{0j} = 0, \quad j = 1, \ldots, m.
\]

(9)

Let’s consider a scenario, where our goal is to control the edges in order to achieve a steady state where \( z_0 = 111001010 \) (desired steady state). If we evaluate the polynomial system in equation (8) at \( z_0 = 111001010 \), we obtain a system of equations that involves only the control parameters \( v \). The specific equations depend on the structure of the Boolean Network and the chosen control actions, where \( (v_{i,j} + 1) = \bar{v}_{i,j} \). Then:

\[
\begin{align*}
  f_1 &= \bar{v}_{3,1}, \quad f_2 = v_{2,2} \\
  f_3 &= \bar{v}_{2,3}, \quad f_4 = 0 \\
  f_5 &= 0, \quad f_6 = v_{1,6} \\
  f_7 &= 0, \quad f_8 = v_{8,8} \\
  f_9 &= 0
\end{align*}
\]

(10)
In the above, we set \( F_i = z_0 \) for \( i = 1, \ldots, 9 \). By solving for the control inputs that satisfy these conditions, we find that for this to be a stable state \( v_{3,1} = v_{2,3} = v_{2,2} = v_{8,8} = v_{1,6} = 1 \). In other words, if we delete the edges from nodes \( y_i \) to \( y_j \) and fix them, the network will reach the steady state 111001010 and remain there. This control scheme is unique for this particular steady state.

Let’s suppose we have a Boolean network with \( n \) nodes, and there is a steady state \( w_0 \in \{0, 1\}^n \) that we want to avoid. This steady state could represent an undesirable cell state, for example. Our goal is to find a set of control inputs that ensure the network never reaches this steady state. Alternatively, we may want to prevent the network from transitioning between two states \( z_0 \) and \( w_0 \). To achieve this, we can use a polynomial equation that relates the control inputs to the network’s dynamics.

The equation we use is given by:

\[
(F_1(z_0, v) - w_{01} + 1) \cdots (F_n(z_0, v) - w_{0n} + 1) = 0
\]  

(11)

This equation defines a polynomial in the control inputs \( v_1, \ldots, v_m \). If we can find a solution to this equation, then we can ensure that the network’s dynamics will never reach the undesired state \( w_0 \), or that it will not transition from \( z_0 \) to \( w_0 \). In other words, if we can find a set of control inputs that satisfy the equation, then we have achieved our goal. Let’s consider a scenario, where we are interested in identifying edges in the Boolean network that can block the transition from state \( z_0 = 111001010 \) to the undesired steady state \( F(z_0) = 010001010 \). Then again \( v_{3,1} = v_{2,3} = v_{2,2} = v_{8,8} = v_{1,6} = 1 \) can achieve this too.

### Table 1: Disparity in the influence of removing edges on combinatorial operations.

<table>
<thead>
<tr>
<th>Solution</th>
<th>Controllers</th>
<th>Description</th>
<th>% of Basin Size of ( z_0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( v_{3,1} = 1 )</td>
<td>IAA ( \rightarrow ) ARF</td>
<td>Control sets that force ( z_0 )</td>
<td>12.5</td>
</tr>
<tr>
<td>( v_{2,2} = 1 )</td>
<td>AUXINS ( \rightarrow ) AUXINS</td>
<td>to be a fixed point and block</td>
<td></td>
</tr>
<tr>
<td>( v_{2,3} = 1 )</td>
<td>AUXINS ( \rightarrow ) IAA</td>
<td>its transition to 010001010</td>
<td></td>
</tr>
<tr>
<td>( v_{1,6} = 1 )</td>
<td>ARF ( \rightarrow ) PLT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( v_{8,8} = 1 )</td>
<td>SHR ( \rightarrow ) SHR</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### 3 Result

Auxin signaling is an important phytohormone pathway that regulates many aspects of plant growth and development. The dynamics and multistability of auxin-mediated gene networks allow plants to produce different phenotypes in response to environmental and genetic factors.

The results in the table provide insights into how purposefully manipulating specific interactions within the Boolean model of auxin signaling can achieve desired control over network dynamics. Specifically, deleting the 5 edges listed as “Controllers” reduces the basin size of the initial state \( z_0 \) representing the desired state by 87.5% of its original size. This minimum control set suggests that:

- Deleting the IAA \( \rightarrow \) ARF edge may disrupt negative feedback within the network, altering phenotypes
- removing the AUXINS self-interaction likely inhibits auxin accumulation, constraining responses
- the elimination of AUXINS \( \rightarrow \) IAA edge relieves IAA inhibition of ARF, having the opposite intended effect
- the removal of ARF \( \rightarrow \) PLT edge could prevent PLT activation downstream, perturbing outputs
erasing the SHR self-interaction may disrupt SHR’s co-regulation of targets with SCR

Together, this multi-faceted perturbation - systematically deleting specified interactions - appears to synergistically reroute network dynamics in a way that reduces 87.5% of state trajectories leading to the initial state \( z_0 \), representing the desired attractor.

In summary, a rigorous analysis of how purposefully manipulating specific interactions achieves control over this Boolean auxin signaling model’s dynamics affords insights into novel regulatory mechanisms - insights which, when validated experimentally, could inform engineering of plant phenotypes for agricultural applications. These results suggest that the auxin signaling network is highly sensitive to changes in its edge structure, and that targeted removal or addition of edges can be a powerful tool for controlling the network’s behavior. By understanding the network’s structure and dynamics, we can identify key edges that are critical for maintaining the network’s behavior and use this knowledge to develop new strategies for controlling plant growth and development.

4 Conclusion

Our framework identified potential auxin response regulators via algebraic model analysis and control techniques. Validating these interventions experimentally can deepen our mechanistic insights, informing model refinements that yield improved predictions and hypotheses. Integrating modeling, control strategies and experiment-model cycles thus shows promise for purposefully manipulating molecular networks, paving the way for beneficial auxin-based applications. This auxin case study demonstrates a blueprint for developing mechanism-based interventions across biologically and medically relevant networks.
Appendix

Table 2: Boolean Rules For the Auxin Signalling Network

<table>
<thead>
<tr>
<th>Node</th>
<th>Boolean Transition Rules</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARF</td>
<td>NOT IAA</td>
</tr>
<tr>
<td>AUXINS</td>
<td>AUXINS</td>
</tr>
<tr>
<td>IAA</td>
<td>NOT AUXINS</td>
</tr>
<tr>
<td>JKD</td>
<td>SCR AND SHR</td>
</tr>
<tr>
<td>MGP</td>
<td>SCR AND SHR AND NOT WOX</td>
</tr>
<tr>
<td>PLT</td>
<td>ARF</td>
</tr>
<tr>
<td>SCR</td>
<td>NOT MGP AND SCR AND SHR OR JKD AND SCR AND SHR</td>
</tr>
<tr>
<td>SHR</td>
<td>SHR</td>
</tr>
<tr>
<td>WOX</td>
<td>ARF AND SCR AND SHR AND WOX OR ARF AND NOT MGP AND SCR AND SHR</td>
</tr>
</tbody>
</table>

Table 3: Nodes and their corresponding gene names

<table>
<thead>
<tr>
<th>Node</th>
<th>Gene Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARF</td>
<td>AUXIN RESPONSE FACTOR</td>
</tr>
<tr>
<td>AUX</td>
<td>AUXIN SIGNALING</td>
</tr>
<tr>
<td>IAA</td>
<td>INDOLE-3-ACETIC ACID</td>
</tr>
<tr>
<td>JKD</td>
<td>JAGGED</td>
</tr>
<tr>
<td>MGP</td>
<td>MORE GROWTH PLANT</td>
</tr>
<tr>
<td>PLT</td>
<td>PLETHORA</td>
</tr>
<tr>
<td>SCR</td>
<td>SCARECROW</td>
</tr>
<tr>
<td>SHR</td>
<td>SHORT ROOT</td>
</tr>
<tr>
<td>WOX</td>
<td>WUSCHEL-RELATED HOMEOBOX</td>
</tr>
</tbody>
</table>
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